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A collective force of innovative capabilities
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Analyst Insight T Adoption and Maturity

What are the analyst saying? Cutter, G
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In Memory Computing Technologies

In-Memory-Enabled Applications and Application Infrastructure Products

In-Memary Application Platforms
In-Memory Event-Processing In-Memory
Analytics Platforms Application Server

In-Memory Data Management N
In-Memory DBMS | In-Memory Data Grid Messaging
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Source: Gartner (November 2011)
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Server architecture T classic mﬂﬂﬂ

CPU DRAM
A Two types of data storage:
¢ DRAM memory i fast, volatile, byte level access
¢ HDD disk i slow, nonvolatile, block access
A Data moves from disk to memory
¢ Fetched by CPU
A CPU writes results to memory
A Data stored back to disk for future use
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Storage Class Memory

Addresses memory-storage latency-capacity gap

Relative Capacity
(not to scale)

Access
Latency

Processor
SRAM

1ns

DRAM

10ns 100ns

Memory access semantics

1lus

10us

High Speed

Storage SSD

(Flash) <$ <«<$
Low Speed

Storage HDD

&

NV Media

100us 1ms 10ms

IO block access semantics

DALEMC



Server architecture 1 evolved

A NVM (initially NAND flash) reduces response
time

A First adoption through SATA (and SAS)

¢ Same software HDD disk interface

A Followed by PCle/NVMe SSDs:

¢ Exploit multi-core CPUs
¢ Avoid separate Drive Controller

A Initial NVDIMM i DRAM* for speed
¢ Data de-staged to slower NVM
¢ DRAM: battery (or capacitor) backed

*Future NVDIMMs with faster SCM media may not need DRAM or battery
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SCALE AUTOMATE

Server solutions for every workload

PROTECT

Cloud Providers, HCI
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Advanced Workspace for Fast Data
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bullion S - the Bull server

A Large Product Range with Intel Xeon® E pr ocesds or E7

A up to 96 cores

A up to 6TB RAM

A 14 PCl-e slots

A Active / Passive Power Supply
A Hardware Partitioning

bullion servers powered by IntelE XeonE processor E7 Family

bullion S8

A up to 192 cores
A upto 12TB RAM

A 28 PCl-e slots
Active / Passive Power Supply
A Hardware Partitioning

bullion

% Reseller

16 CPUs

A up to 384 cores
A up to 24TB RAM
A 56 PCl-e slots

Active / Passive Power Supply

A Hardware Partitioning
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Storage Technology Transitions

Media Interface Transitions

Parallel Fibre SAS &

SCSI & ATA Channel SATA NVMe

Media Transitions

Host Block Interface Transitions

Fibre Channel and NVMeoF,
Parallel SCSI iSCS|
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